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INFORMATION & DISCLAIMER

The information in this presentation represents a snapshot of work in
progress within the DMTF.

This information is subject to change. The Standard Specifications
remain the normative reference for all information.

DMTF Specifications in progress are considered DMTF confidential

and are being shown under existing work register agreements.

Documents cannot be shared outside of the DMTF work group. The
documents may be posted on the WG site, but not otherwise
distributed without DMTF Board approval.

Non-member comments, feedback and submissions are subject to the
DMTF Patent Policy statement

www.dmif.org



Agenda

Status of CXL in Redfish
The Chassis and System Model for
CXL

« PCle Devices/Functions

« CXL Logical Devices

« Memory Domains and Memory
Chunks for CXL Memory

Modeling Local CXL Devices
 Type 1 Devices (SmartNICs)
« Type 2 Devices (Accelerators)
» Type 3 Devices (Memory Buffers)
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Modeling Remote CXL Devices

« Type 1 Devices
 Type 2 Devices
 Type 3 Devices

DCD Models
Example Redfish Resources




Status of CXL in Redfish

« Current State of Fabrics Model

* Fabric model supporting CXL 2.0 are complete

+ Some CXL 3.0 models have been added
+ Basic DCD
» CXL Switch Basic Configuration
+ Recommend start with Redfish version 2025.1

+ DSP_0288 Redfish Mapping Spec v1.2 has been released
+ Needs some review from implementers
« Currently being updated with recent changes

What we are working on (Fabric Task Force Work Items)
« Dynamic Capacity Devices
+ Rosetta Stone on new capabilities in v3.1 of CXL Specification
» Current redfish model requires a high-level orchestrator

» Currently, no redfish construct that takes CXL CClI information for global memory and have it persist if you get
rid of memory region. (No Logical Memory Region).

+ We have a WIP published for Logical Memory Regions and would like your feedback
« DSP-1S0020_1.0.0WIP50.zip
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https://www.dmtf.org/sites/default/files/standards/documents/DSP-IS0020_1.0.0WIP.50.zip

CXL Device

CXL Logical DeV|ce CXL Logical Device

CXL Device Base Redfish Model - - -

Resource
(e.g. accelerator)

Resource
(e.g. memory)
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CXL management model built on top of Redfish
PCle model

CXL Device can provide standard PCle Functions
as well as extended functions supporting new CXL
cache and memory semantics

New CXL Logical Device allows partitioning of
device resources and binding to different hosts
through CXL switch

PCle Functions may be flexibly associated with
CXL Logical Devices thus bound to different
compute host (future functionality not defined in
current specification)

All PCle Functions supporting CXL extensions
associated with CXL Logical Device can use
resources (e.g., memory) referenced by these
devices




CHASSIS AND SYSTEM MODEL FOR CXL




Chassis Model for CXL Device

CXL devices are not always bound to a specific host

physically

CXL device objects are located in the Chassis Model
+  Chassis describes resources within the chassis

. Remote accelerators on a CXL fabric can also
reside in Chassis

PCleDevice in Chassis describes CXL devices in the Eabric
chassis e
«  Fabric Manager can create Memory Chunks to be @

available for assignment CXL Logical Devices
ASS|_gnment is done through the CXL Logical e — o @
Device W CXL Logical Device/‘ C 1D
Devices in Chassis describes a remote resource )
PCle Function

*  Shown here is a processor however other devices Processor
such as memory or I/O could also be represented
here

CXL Fabric <
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System Model for CXL

System describes a host that is attached to a CXL
fabric
»  Ports of processor describes how the system is
connected to the fabric

+  ‘Memory’ can contain remote memory that describes
memory bound to the host over the fabric

MemoryDomain in system can describe either locally

attached CXL memory or remote CXL memory

MemoryChunk in system describes a section of

address space backed by local or remote memory
« Can be interleaved or a contiguous range across

local or remote devices

Memory describes a logical memory device that

represents the memory that is assigned to this host

over the CXL Fabric
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Attached directly to Computer System

LOCAL CXL DEVICE MODELS




PROTOCOLS
+ CXLio
= CXL.cache

+ PGAS NIC
+ NIC atomics

CXL-System

PCle Functions
CXL Logical Device ;

= -

CXL Logical Devices

o Collectionresource
<> singletonresource
— Subordinate relationship
- -=P» Associate relationship
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CXL-System
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PCle Functions
CXL Logical Device ;
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© Collection resource
> singletonresource
— Subordinate relationship
— == Associate relationship
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PCle Functions
N\

PCle Functions
CXL Logical Device ;

~
~ -
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PROTOCOLS

+ CXLio

+ Memory BW expansion
« Memory capacily expansion
- Sorage class memo

e
pomat- -
Mermol. =

IICX

\

o Collectionresource
<> singletonresource
— Subordinate relationship
- -=P» Associate relationship
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Attached to Computer System through Fabric

REMOTE CXL DEVICE MODELS




Service
Root

CXL Logical Devices

PCle Functions
CXL Logical Device ;

-
-
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o Collectionresource
<> singletonresource
— Subordinate relationship
- -=P» Associate relationship
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Remote CXL Type 2 Device Model
Service
Root
C 1)
(1) ~

PCle Functions J CXLLggical Device
CXL Logical Device

-
-

<> Collection resource
> singletonresource

— Subordinate relationship
- -~P» Associate relationship 15
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Remote CXL Type 3 Device Model
--

Root
PCle Devices

PCle Functions CXL Logical Devices oy Domeis :
o PCle Functions °“ J CXL Lpgical Device 1 w

CXL Logical Device

-
-

\ § 4
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T N Fabric Adapters Ay
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|
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T n Memory Chunks
QQicai 15 1
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AY

<

<> singleton resource
—® Subordinate relationship
- =~ Associate relationship 16




Switch attached

DYNAMIC CAPACITY DEVICES




CXL Dynamic Capacity Device

Dynamic Capa‘City iS a feature Of a CXL memory Jhede_vices‘ m_at;(ifmunlll The mlax;mumdhynar.nic A single extent listis maintained for eac
1 H 'ynamic capacr or al capacity foreachregion

device that allows memory capacity to change reions programmed i o civided o por resion host by the DCD & reports the blocks

dynamically without the need for resetting the device one or more HDM decoders fixed sized blocks currently added to the host forall regio

DCD controls the allocation of these DC blocks to the :

host which requires appropriated management APIs to Region 0

. Capacity = 2TB
be defined Block Size = 256MB

CXL 3.0 Specification defines set of management HDM decoder n (218 = 8K@256M®)
commands for DCD management which needs to have R ETE Bik 0 (256MB]

1 1 K - Blk 1 (256MB) Dynamic Capacity Device
counterparts in the Redfish CXL management model Memory Size High/Low Blk 2 (256MB) Extent List

ey Blk 3 (256MB) TAG | START DPA

0
768MB

Blk 4 (256 MB) 3
A 1536 MB
A
B

HDM decoder n+1 Blk 5 (256MB)

HDM decoder ... Blk 6 (256MB) 2TB
Blk 7 (256MB) 2TB + 6MB
|:| Identify Memory Device ... (256MB) l

|:| Get Partition Info ... (256MB)
[ set Partition Info ‘ Blk 8191 (256MB) START DPA,LENGTH-A
The host must assign contiguous range of blocks of
|:| Get Dynamic Capacity Configuration enough HPA range to Region 1 dynamic capacity currently
Get Dynamic Capacity Extent List cover the DPArange L added to the host
D y Y each dynamic capacity Capaclt.y = 2L .
region spans and Block Size = 2MB TAG —Optional opaque context blob

- rosram the HDM (256MB = 123@2MB) attached to each extent—
Total Capacity |:||:||:| |_||_||_| |:| |_||_||_| prog Blk0 (2MB) implementations can utilize to track usag

= : decoder(s) accordingly.
Partitionable Capacity pynamic || Dynamic e — ) 8 Blk 1 (2MB) of each extentor map extents to specific

Volatile | Active <? Active | Persistent Capacity Capacity |[2|]2[] 4[| = 6 || Capacity Blk 2 (2MB) processes, transactions, workloads, etc
P

Only Volatile ersistent Only Reglon 0| Reglon 1 e Blk 3 (2MB)
Capacity | Capacity

Capacity Capacity Number of Available Regions (2MB)

| | 1l I o | . 2ve)

All capacity boundaries are 256MB aligned MAX DPA Blk 127 (2MB)
WWW.de.OI'g Source: CXL 3.0




Redfish CXL Model Changes

New resource to model memory
region
*  Memory regions are defined COAT DSMAS Asingle extent it is maintained

per host so they should be descbesasharatle the blockscurenty added o each
Su bord | nates Of the CX L host for the shareable region and

N N the sequence of the extents
Logical Device
Host 0 virt

Physical memory is provided to TR T addr space
memory region by multiple g:::;yb'j el ‘ START DPA|_LENGTH | _SEQ
mem Ory Chu nkS V Block Size = 256MB 0 SIZMB 0 Increasing Hos
CDAT DSMAS (2TB = 8K@256MB) N virtual address|

Memory region capacity is DPA Range: 0-2TB BIK O (256MB) X | 5i2MB | 512MB [ 1
exposed to the host using e Blk 1 (256MB)

Blk 2 (256MB) 1024 768MB 2
Blk 3 (256MB)
Blk 4 (256MB)

extent list

Resources updated BIk4 (256 . Host i
PCle Device Blk 6 (256MB) START DPA|_LENGTH acdispace

CXL Logical Device 5 BIK7(Z5EME) X | 8048VB | 512MB
i

Blk 8 (256MB) ss a0 Increasing Hos
Mem Ol'y (256MB) Zo30ME 512M8 > virtual address
Memory Chunks
Connection \

BIk 8191 (256MB) X | 8560MB | 256MB
Dynamic Capacity Device 8816NMB [ S12MB

Source: CXL 3.0
Specification
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Service
Root

<> Collection resource
< >singletonresource

—® Subordinate relationship
=== Associate relationship
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Service
Root

<> singletonresource

New resource

Y Modified resource

WWW.de,org —> Suborgmate re!atlon_;_hlp
Associate relationship




EXAMPLE RESOURCES




CXL Logical Device Remote CXL Logical Device

{
[ "Qodata.id": "/redfish/v1/Chassis/PCXL3/PCIleDevices/1/CXLLogicalDevices/1", ] Remote LOgIC&| DeVlce II"I PCXL3 ChaSS|S

"Name": "CXL Logical Device Type 3",

"Description": "CXL Logical Device Type 3 accessible through CXL fabric",

"SemanticsSupported": [

I Semantics supported by device

"CXLmem"

"o
"AllocatedBandwidth": 64,

"LimitPercent": 85 Current QoS settings of device

},
TMemorvSizeMiB': 16364, ) Total Size of the Logical Device
"Links": {

"PCIeFunctions": [
{ "@odata.id": "/redfish/vl/Chassis/PCXL3/PCIeDevices/1/PCIeFunctions/1"

PCle Functions associated with this CXL

1 Logical Device

"MemoryChunks": [
{ "Qodata.id": "/redfish/vl/Chassis/PCXL3/MemoryDomains/1l/MemoryChunks/1" }

Memory components exported by this device

"MemoryDomains": [

{ "Qodata.id": "/redfish/vl/Chassis/PCXL3/MemoryDomains/1" }
1,
"Endpoints": [

{ "@odata.id": "/redfish/vl/Fabrics/CXL/Endpoints/T3" } CXL DeVICE endeInt on the fabnc

1
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Rem Ote M emo ry at H OSt Showing memory in the host from a

Remote source

{ "Id": "RCXL3",
"Name": "CXL Device memory",
"Description": "Remote CXL device memory",
("CapacitymMiB": 4096, |
"MemoryDeviceType": "Logical",
"Links": {

Memory Capacity of Accessible media source

Memory provided by a remote endpoint
1,

"MemoryMediaSources": [

{ "@odata.id": "/redfish/v1/Chassis/PCXL3 /MemoryDomains/1/MemoryChunks/1" } Location of remote
Memory source

"Endpoints": [
{ "Q@odata.id": "/redfish/vl/Fabrics/CXL/Endpoints/I3™ }

]

["@odata. id": "/redfish/vl1/ Systems/CXL—System/Memory/RCXL3" ’ J Location Of memory Object In System

Redfish tree




Memo ry Ch un k Memory range accessible by Host

{

"@odata.id": "/redfish/vl/Chassis/PCXL3/MemoryDomains/1/MemoryChunks/1", | Memory chunk is in remote chassis PCXL3

"Id": lll",
"Name": "Memory Chunk 1",

"Description": "Memory chunk accessible through CXL fabric",

"Memor yChunkSizeMiB": 4096, ] Total Size of this Memory Chunk

"AddressRangeType": "PMEM", ]

"AddressRangeOf fse tMiB": 1024, Memory Type and offset within this CXL Device

"Medialocation": "Local",
"RequestedOperationalState": "Online",
"Links": {

"CXLLogicalDevices": [

, i , i ] , Logical Device that is exporting this
{ "@odata.id": "/redfish/v1/Chassis/PCXL3/PCIeDevices/1/CXLLogicalDevices/1" }

! Memory Chunk

"Endpoints": [

"@odata.id": "/redfish/vl1l/Fabrics/CXL/Endpoints/T3" . . X .
e . ‘bt nepoinEs } Endpoint of this device on the CXL Fabric




DCD EXAMPLES




Memory Region Schema

New schema defining Memory Region with following properties e, -
. Region Number “Descriptions "CxL Memory Region’,

"Status”: {
° Region Type St
+  Static — static memory region ,, MR o

"RegionType": "Static | Dynamic",

. Dynamic — dynamic memory region supporting dynamic e o
capacity "ReglonBaseoFfetiis: 5192,

"RegionSizeMiB": 65536,

Region Base offset (DPA addressable) “shanesbleReion™s falss,

"NonVolatileRegion": false,
Reaion Size "HarduareManagedCoherencyRegion”: true,
g SanitizeOnRelease”: false,
"BlockSizeMiB": 128,

Flag indicating shareable region "extentscount” 1,
. . . e . "MemoryExtents": [
Flag indicating memory needs to be sanitized during . e
deallocation “Extentsizonis”: 496,
"Tag": "User Defined Tag",

Flag indicating Non-Volatile memory region | TSeeuencetmer”: o
Flag indicating support for hardware managed coherency ]

"MemoryChunks": [
{

Region memory block size “ChunkoFFsetnis" : 1024,
“ChunkLink":

Extents Count (Dynamic Memory Region only) ednta 147 "/redfish/vi/Chassis/CKL/MemoryDansin/1 HemoryChunks, 1

Array of Memory Extents (Dynamic Memory Region only) L) '
° Memory EXtent Oﬁset (DPA addressable) 222“5(&1 "/redfish/v1/Chassis/CXL/PCIeDevices/1/CXLLogicalDevices/1/MemoryRegions/1"
. Memory Extent Size }
. Extent user-defined Tag
. Host Extent Sequence Number
Array of memory chunks providing capacity for memory region
. Chunk Offset within memory region
. Link to memory chunk

www.dmif.org




PCle Device Schema

Existing schema updated with new property

Description”: "CXL Device supporting dynamic capacity",

— Dynamic Capacity — containing DCD "CXUDevice": {

"DynamicCapacity":{

attributes Jedosters 4
‘MaxDynamicCapacityRegionsNumber": 1,
Number of hosts supported by the dynamic

"TotalDynamicCapacityMiB": 65536,
"AddCapacityPoliciesSupported":[

CapaC|ty deVICE "Free", "Contiguous", "Prescriptive"
]

Number of memory regions supported by the “ReleaseCapaci typoli ciessupported [

. . . "Tag-based", "Prescriptive"
device dynamic capacity L :

>
"MemoryBlockSizesSupported":[

Total dynamic memory capacity of the device ¢
List of supported Add Capacity Policies B ?’64, 128, 256, 512, 1024 ]
List of supported Remove Capacity Policies L '

"SanitizationOnReleaseSupported” :[

List of supported Memory Block Sizes per ¢

1 "RegionNumber": @,
Memory Reglon "SafitizationConfigur‘able": true
Flag indicating support for memory
sanitization on release per Memory Region }

1
"@odata.id": "/redfish/v1/Chassis/CXL/PCIeDevices/1"

]

¥
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CXL Logical Device Schema

. Existing schema updated with =

"Description”: "CXL Logical Device supporting dynamic memory capacity",

new properties “WemoryRegions ": {
"@odata.id": "/redfish/v1/Ch is /CXL/PCIeDevices/1/CXLLogicalDevices/1/MemoryRegions"

) L|nk to CO”ECtIOn Of Memory } 2(:podata.id": "/redfish/v1/Chassis /CXL/PCIeDevices/1/CXLLogicalDevi ces /1"
Regions defined for CXL

Logical Device




Memory Schema
o Existing schema updated with &7

"Description": "System logical memory device representing remote CXL Memory Region",
"Links": {

new properties AL

{

"@odata.id": "/redfish/vl/Chassis/CXL/PCIeDevices/1/CXLLogicalDevices/1/MemoryRegions/1"

* Array of links to Memory ]

}

Reglo nS prOVIdIng medla for , "@odata.id": "/redfish/v1/Systems/1/Memory/1"

logical memory device




Memory Chunks Schema

« Existing schema updated with Al

"Description”: "Physical Memory Chunk providing capcity for XL Memory Regions",

new properties

{ "@odata.id": "/redfish/v1l/Chassis/XL/PCIeDevices/1/CXLLogicalDevices/1/MemoryRegions/1" }
° Array Of |Inks to Memory 2é!oclata.id”: "/redfish/v1l/Ch is/CXL/MemoryDomains/1/MemoryChunks/1"
. . }
Regions exposing memory

]

provided by this Memory
Chunk




Connection Schema

« Existing schema updated with
new properties

« Memory Region Info defining
connection properties for

memory region

}

"Id": "1",

"Name": "Connection 1",

"Description”: "CXL Memory Region Comnection",
"ConnectionType": "Memory",
"MemoryRegionInfo": [

{
"AccessCapabilities": [
"Read",

1,
"MemoryRegion": {
"@odata.id": "/redfish/vl/Chassis/CXL/PCIeDevices/1/CXLLogicalDevices/1/MemoryRegions/1"
}
}

1,
"@odata.id": "/redfish/vl/Fabrics/XXL/Connec tions/1"




Additional Resources
More details of the CXL model can be found at the CXL Public
Mockup on the DMTF Website https://redfish.dmtf.org

The Fabrics Whitepaper provides details of the redfish fabrics
model and example fabric types

» https://www.dmtf.org/sites/default/files/standards/documents/DSP2066
_1.0.0.pdf



https://redfish.dmtf.org/
https://www.dmtf.org/sites/default/files/standards/documents/DSP2066_1.0.0.pdf
https://www.dmtf.org/sites/default/files/standards/documents/DSP2066_1.0.0.pdf

Thank you!

For more information,
ViSit us online at
dmtf.org

Visit the
Redfish Developer Hub at
redfish.dmtf.org

www.dmtif.org
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